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1. (10) Let X1, · · · , Xn be independent random variables with the following densities

fXk
(x) =

1

2kθ
for − k(θ − 1) < x < k(θ + 1)

Show that (max xk

k ,min xk

k ) is sufficient statistic for θ.

2. (15) Let X1, · · · , Xn be i.i.d. observations from Unif([0, θ]).

(a) Show that the Pareto distribution, given below as π, is a conjugate prior.

π(θ|α, β) = αβα

θα+1
, θ ≥ β > 0

(b) Find the posterior mean of θ under the Pareto(α, β) prior.

3. (10) Let X ∼ Bin(n, 1
4 ).

(a) Find the MLE of n when X = 5.

(b) Find the MoM estimator for n when X = 5.

4. (15) Let X1, · · · , Xn be iid Exponential(λ) random variables, with pdf of X1 being λe−λx for x > 0.

(a) Show that X̄ attains the Cramer-Rao lower bound.

(b) Hence conclude that X̄ is UMVUE for 1/λ.

5. (15) Consider the bivariate normal density

h(x, y) =
1

2π
exp

{
−1

2

(
x2 + 2y2 − 2xy − 2x− 6y + 17

)}
Find the mean vector and the covariance matrix.
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